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critical learning phase from 104 steps

representational efficiency 
throughout training

contextualization becomes 
useful from the bottom up

highest subspace shifts and task 
overlap during critical learning phase

Treating the probe θ as 
a subspace within which 
task-relevant information 
is particularly salient 
allows for comparisons 
across tasks and time.

Information-Theoretic Probing 
(Voita and Titov, 2020)


